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Disclaimer

This presentation contains forward-looking statements regarding future operations, product development, 
product capabilities, and availability dates.  This information is subject to substantial uncertainties and is subject to 
change at any time without prior notification.  Statements contained in this presentation concerning these matters only 
reflect ETI-NET’s predictions and/or expectations as of the date of this presentation and actual results and future plans 
of ETI-NET may differ significantly as a result of, among other things, changes in product strategy resulting from 
technological, internal corporate, market and other changes.  This is not a commitment to deliver any material, code or 
functionality and should not be relied upon in making purchase decisions.
Specifications subject to change without notice and delivery dates/timeframes are not guaranteed…  
purchasing decisions should not be made based on this material without verifying the desired features are available on 
the platform's environments desired.

NOTICE: These products do not guarantee that you will not lose any data; all user warranties are provided solely in accordance with the terms of the product License 
Agreement.  Each user’s experience will vary depending its system configuration, hardware and other software compatibility, operator capability, data integrity, user 
procedures and separation of duties, backups and verification, network integrity, third party products and services, modifications and updates to these products and updates 
and others, as well as other factors. Please consult with your supplier and review our license agreement for more information.

All trademarks mentioned in this presentation are the properties of the respective owners.
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ETI-NET NonStop MultiBatch Discussion Topics

ETI-NET NonStop Products & Off-Load Philosophy
HPE Digital Resiliency Framework & ETI-NET MultiBatch
Alignment
Key Features
• Separation of Duties
• Modernization

C-Deep & Sentinel
Wrap-up
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Company Recap

30+Yrs. NonStop Backup & Advanced Management
• ~1K Global deployments / HQ: Montreal Canada & Manchester UK
• APIs, Data transfer & migration, system & transaction monitoring,  

IBM MQ rationalization, batch optimization, & cross platform 
• Pro-Partner Strategy

HPE Technology Partner since 2013

NonStop Catalog* since 2019
* MultiBatch available by HPE SDI Program

https://techpartner.it.hpe.com/TechPartner/PartnerDetail.xhtml;jsessionid=8C11222B2786E15C355DF27B3D3BD132?Partner=ETI+NET+Inc
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Product ETI-NET NonStop SW NonStop Impact External NonStop Workload
(+Windows Workstation)

BackBox & 
QoreStor

Event Extractor & 
Domain Manager

Negligible. Only involved 
when Backup Job is run

Pass Through 
& Software Defined storage

Sentinel Data Collector & on-
demand agents

Negligible. <1% of each 
CPU on each NS Node

Status Monitor, Dashboard, Alert Service, SQL, 
Grafana

MultiBatch Resident, fault tolerant, 
process paired, batch ≤ NetBatch Configuration, Parameters, Scheduling, 

Dependencies, Schedule & Simulation

C-Deep C-Deep Minder 
Collector & Agent

Negligible. <1% of each 
CPU on each NS Node

Data Analysis & Processing Collector, 
DB/Query, Rules & Realtime Charts

MQGate MQ Extractor Negligible. <1% of each 
CPU on each NS Node

Converting IBM MQ events into unique 
tokenized events

ETI-NET NonStop Products & Philosophy 

Modernize and Protect w/out consuming valuable NonStop resources.
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MultiBatch vs. NetBatch Feature Comparison
MultiBatch NetBatch & NetBatch+

Job Process Control Direct, all under monitor control Executor Scripts start multiple processes

Job Dependency Control Monitors controlled dependency Executor Scrips release dependent jobs

Job Parameters Assigns, Defines, Params, FDs & Environment Assigns, Defines, Params

Job Selection Direct, run when scheduled Class controls access to Executor, then CPU

Job Structure JOB, SEGMENT, UNIT to facility parallel processing Controlled by user written Executor script

Parameterization Granular field level Job Default Sets

Batch Validation “Flight Plan” Off-Line Simulation -

Disaster Recovery Built-in Monitor Recovery -

OSS Control Yes -

Status Monitor Mult-level Dynamic Subsystem Single Screen

Process Monitor Progress & Restart -

Start Time Monitor Yes -

Admin GUI Extensive GUI & Security -

Operational GUI Role Based, Dynamic, w/Controlled Interactive -
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Protection:
• User Role Separation

Response:
• Response Schedules
• Orchestration of NonStop & 

OSS

RECOVER RESPOND

PROTECT

IDENTIFY

DETECT

NIST Cybersecurity Framework Alignment

Identify Assets:
• Schedules

HPE NonStop Data Backup, Immutability and Management 
© 2024 Hewlett Packard Enterprise & use only.  Future delivery dates and functionality may change without notice

GTUG Berlin – 4/10/24

Implement safeguards 
and controls

Understand the 
environment 

Discover Cyber Events

Actions and resources
to deal with the event

Maintain resilience and 
business continuity 
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Digital Resiliency

MultiBatch Security & Modernization

Separation of Admin & Operational Roles
Coordination of Guardian & OSS
Restoration Schedules 

Modernization
Graphical User Interfaces
Advanced Schedule Optimization
Simulation
Supported Roadmap
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MultiBatch Administrator Role

Replaces NetBatch 
Command Line
Supports 
Coordination of 
Guardian & OSS
Separate NonStop 
Login specific for 
Administrators
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MultiBatch Operations Role

Separate NonStop Login specific 
for Operations
Replaces NetBatch Command Line
Presents authorized functions 
specific to operators
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MultiBatch SDI Migration Template

Schedule Assessment
• Optimization / Redundancy
• Landscape 
• Schedule Prioritization

Installation & Simulation
• Development System
• Training

Production Migration
On-going Testing
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MultiBatch Mapping Implementation Template
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MultiBatch GreenLake Template

Ramp
• Evaluation
• Co-Term License & Maintenance

Professional Services
• Installation 
• Simulation
• Migration
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C-Deep & Sentinel Positioning & Collaboration

NonStop Payment Processor Application monitoring 
Focused on Payment Engine Transactions & Detail
Performance & Service Level Delivery 
Payment Processing Root Cause Identification

NonStop System Infrastructure monitoring solution
Focused on NonStop Transactions 
Performance & Service Level Delivery
NonStop System Root Cause Identification & Resolution



ETI-NET MULTIBATCH PROTECTION AND MODERNIZATION
© 2024 Hewlett Packard Enterprise & ETI-NET use only.

GTUG Berlin – 4/10/24 15Your NonStop Partner.

C-Deep for HPE NonStop

Query any transaction, past or present
Interrogate any field or token within 
the data set
Get immediate information on delays 
in your payment environment
Customize dashboards for each user, 
so they see info key to them
Set up automated alerts & reports to 
keep your organization informed

Built for payment processors operating POS | ATM applications that 
require a customizable and cost-effective transaction monitoring solution.

C-Deep

Customer A
Customer B

Customer C
Customer D



ETI-NET MULTIBATCH PROTECTION AND MODERNIZATION
© 2024 Hewlett Packard Enterprise & ETI-NET use only.

GTUG Berlin – 4/10/24 16Your NonStop Partner.

C-Deep Architecture

16

NonStop 
Server

Windows 
Server

Identifies and Tracks
 Queue Build Up
 Blocked Transactions
 Network Status
 Payment Hops
 Issuer Problems
 Human Error

Lightweight
Customizable Extraction Client
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Identify and resolve performance issues before they 
impact your business
Get a real-time view of the entire estate, with 
integrated BackBox & QoreStor views + management
Historical data is stored and may be called upon by 
Operators to view trends, identify risk & plan ahead
Consolidate and rationalize EMS events to give        
you an immediate view of performance
Use TaskMaster to automate responses to alerts, 
fixing problems without the need for human 
intervention

Sentinel for HPE NonStop

Monitors the entire NonStop environment, including systems, 
hardware, subsystems, applications, processes, files, and events.
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Sentinel for today’s NonStop Operator

Simple installation
Quick deployment
Customizable dashboards
Graphic rich historical 
views
Easy to understand
Immediate ROI

Extremely Powerful, Easily Accessible 
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C-Deep for HPE NonStop

Real-time payments 
monitoring 
Extensive data capture of 
every field & app token
Easy to implement 
customizable dashboards
On-line historical data 
capture 
and query (10Yrs+) 

Modernization
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MQGATE for HPE NonStop

Converts existing MQ events to unique, 
tokenized   EMS events, which can more 
easily be identified
• Rather than IBM MQ 500 events, the Operator 

receives a detailed EMS token
Enables the creation of new and discrete 
MQ events to match your service 
monitoring 
Simple, lightweight & no operational skills       
required; just translate MQ events to EMS 
events

Immediately improves the HPE NonStop Operators ability to 
understand what is happening in the IBM environment.
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Resources

Product Question / Answer Sheets
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Your NonStop Partner

>30 Years of Innovating 
Together

Thank you
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MultiBatch from ETI-NET 
Digital Resilience and Modernization for  

HPE NonStop Workload Scheduling 

 

Fully utilize and protect your HPE NonStop 

investment.  MultiBatch provides 

comprehensive, streamlined, and effective 

user role management of your mission 

critical processing.  MultiBatch can schedule 

anything from a regular file transfer through 

automating a site swap to controlling a 

complex multi-node batch run. 

 

In a world of continuous availability, protecting and streamlining HPE NonStop workload scheduling is paramount 

to maintaining continuous availability.   

The MultiBatch Security System provides an integrated environment within which users, System Managers, 

Support personnel and System Operators can configure a multi-node and multi-schedule environment based on 

specified rights.  MultiBatch provides the ability to model jobs and schedules so that they can be pre-configured, 

cloned and then run on demand.   

Key programs run as process pairs and the 

schedule status is written to a TMF audited 

file as it progresses. The audit file can be 

replicated to another site where disaster 

recovery (DR) can be achieved with just a 

few commands. 

MultiBatch configures and controls both 

Guardian and OSS processes.  The deep 

functionality is equally applicable to both, 

with specific job setup screens provided for 

input of the parameters that apply to either 

operating environment.  Key programs run as 

process pairs and the schedule status is 

written to a TMF audited file as it progresses. 

The audit file can be replicated to another 

site where disaster recovery (DR) can be 

achieved with just a few commands.  

What is MultiBatch? 

MultiBatch is a workload automation manager 

designed specifically for HPE NonStop, making 

best use of the fault tolerance and scalability 

features. It delivers best-in-class functionality for 

the demanding workload requirements of 

mission-critical systems by combining high-

performance and parallel processing with 

enhanced operational control across your HPE 

NonStop nodes from a single interface.  
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Different Staff, Different Requirements, Different Interfaces 

MultiBatch includes two GUIs that provide significant ease of use 

advantages over traditional command line or block mode screens. 

ADMIN GUI OPS GUI 
 

The Admin GUI specifies what, how and when 
tasks are scheduled for processing.  These are 
tasks that are generally highly secure and 
undertaken infrequently and at specific 
controlled times. 

• User profile set-up 

• Configuring jobs 

• Set-up of calendars and timed processing 

• Preparation of schedules and 
dependencies 

Operational control is more dynamic. It 
needs to be highly visual and is likely to be a 
focus 24/7.  Specifically designed for those 
who may have less experience in a NonStop 
operational environment, it covers: 

• Dynamic real time monitoring showing 
progress and identifying issues 

• Processing status and overview 

• Stopping, starting/restarting processes 

• Error identification and interrogation 
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FEATURES  
 

▪ Maintains a full audit trail of user actions 
and task runtime errors. 

▪ Easy menu driven installation process, 
simple step-by-step guide, and defaults for 
all key fields. 

▪ Unique job structuring allows tasks to be 
broken out to facilitate grouping, parallel 
processing, and dependencies. 

▪ Job dependencies are centrally controlled 
and automatically adjusted to consider 
daily scheduling. 

▪ Scheduling by job and within job by 
calendar, absolute dates, and group logic. 

▪ Create model jobs, which users can clone, 
modify, and run on demand. 

▪ Defines, assigns, parameters, file 
descriptors and environment variables can 
be grouped and re-used across jobs. 

▪ The migration process allows central 
configuration to be installed across 
environments, complete with the 
necessary node, volume, and sub volume 
conversions. 

▪ A comprehensive status database is 
maintained and displayed in real time.  
Failed processing is highlighted, act by 
drilling down to individual failed 
processes. 

▪ Start time monitoring and alerts are 
raised if a job has not started by the 
prescribed time. 

▪ Built-in DR Facility, the full monitor 
context can be replicated; workloads 
can resume from the point of failure. 

▪ Optional tight integration with user jobs 
allows MultiBatch to monitor, maintain, 
and report job status and to facilitate 
restart after a failure. 

▪ Deep parameterization for key 
configuration fields where tokens are 
substituted for values when a schedule 
is loaded. 

▪ Comprehensive time-based scheduling 
with at, every and Unix-like CRON 
functionality. 
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BENEFITS  

 

▪ Separation of Administrative and 
Operational GUIs simplifies set-up, 
enhances, and secures operational control. 

▪ Sophisticated and integrated job 
definitions. Jobs are run directly as defined 
in the configuration database without the 
need to write separate control scripts. 

▪ A unique Job/Segment/Unit structure that 
facilitates both parallel processing and 
sophisticated process dependencies. 

▪ Deep support for OSS processes. Specific 

support is included in the user interface 

and scheduler equally to that provided for 

Guardian processes.  

▪ Job dependency logic managed centrally in 
the scheduler. There is no requirement to 
write specific job release logic. Job 
dependencies are automatically adjusted 
depending on the job set selected. 
 

 

 

 

 

 

 

 

 

 

▪ Support for on demand processing in 
addition to supporting your traditional 
regular daily schedules. Pre-defined 
job templates are used as the basis for 
ad-hoc job processing. 

▪ Active, customer driven roadmap 
ensures continuous investment and 
innovation. 
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SYSTEM & SOFTWARE REQUIREMENTS  

 

HPE NonStop system running under L19.03, J06.22 or later versions. 

MultiBatch requires the following products.  

On L-series OS 

SKU Description 

BE359AC HPE NonStop TS/MP (ACS) 

BE221AC HPE NonStop COBOL85 Run Time Library 

On J-series OS 

SKU Description 

QSR78 HPE NonStop TS/MP (ACS) 

QSB81 HPE NonStop COBOL85 Run Time Library 
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Introduction  
What Is MultiBatch  

MultiBatch is a mainframe class batch scheduler product for the HPE NonStop server arena. It allows 
users to configure and automatically sequence any number of batch jobs to create an application’s offline 
processing flow.  

This batch program execution can be monitored for start time, length of execution and successful and 
unsuccessful completion states. Based on these criteria, problems can be escalated to other management 
applications, or other batch jobs can be started.  

The package comes equipped with a configuration Pathway interface, with a full set of reporting and 
management tools.  

What This Document provides  

This paper provides a technical overview of the MultiBatch product.  

It describes the thinking behind the design of the product, using the products original installation to illustrate 
the principles behind this design.  

The functionality of each of the MultiBatch software modules is described in detail.  

Who Should Read This Document  

The document is aimed at people with a technical background.  

The document will provide an excellent introduction to new users at an existing installation, or to 
individuals who are considering a product evaluation and who are looking for a more detailed description 
outside of the information provided by Insider’s product literature.  
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In the Beginning  
In 1985, a major global bank committed itself to the Tandem (now called HPE NonStop) architecture and 
set about converting its existing OLTP computer systems to run on the Tandem platform.   

At the end of each processing day there was a need to collect updates made to the application database 
and to forward them to an external non-Tandem system for overnight processing. This Tandem application 
database was spread across multiple nodes. Later in the processing cycle, this external system would 
return updated information that needed to be redistributed around the Tandem network.   

Timely and accurate batch processing was therefore crucial to the processing day and so the organization 
compared its batch requirements against the software that was available at that time.  

The requirements:  

• The product should make full use of the distributed architecture of the Tandem environment from 
the perspective of allowing parallel batch processing. This concurrent processing could be taking 
place on the same Tandem node or on other nodes within the network.  

• Dependency should be allowed between jobs on the same node or between jobs on different nodes.  

• There should no complex JCL to create and maintain.  

• The batch schedule(s) should be capable of being monitored by an operator from a single console. 
This principle should hold true even if the schedule contained jobs executing on different systems 
- this concept is known as the “single system image”.  

No product matched these selection criteria, and the decision was made to create a solution in-house, which 
would satisfy the requirements; therefore, MultiBatch was born.  

Through the acquisition of Insider Technologies, ETI-NET is committed to enhancing, maintaining and 
marketing MultiBatch. Now entering its tenth major release, MultiBach is continually enhanced to address 
the latest industry security and modernization requirements.  Built upon the core design, MultiBatch has 
implemented role-based security through the separation of Administrative and Operational functions.  

The core architecture has proved so flexible that the product has for 20+ years been deployed at many 
installations, including the world’s largest central banks, without the need for the core principles to be 
altered. This has led to a highly stable, resilient, secure, and modernized HPE NonStop batch processing 
scheduling software application. 

The MultiBatch Benefits section of this White Paper describes how our customer base is utilizing 
MultiBatch to facilitate significant improvements to their Disaster Recovery and System Cold load 
procedures.  
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MultiBatch Scheduler Process  

  

This section covers the design of the most crucial software module in the MultiBatch package, the Batch 
MONitor or BMON.  

BMON is responsible for starting individual batch jobs in the correct order, monitoring that they complete 
successfully and informing you when they do not.  

There can be any number of BMON processes executing on your system and each BMON will hold:  

• A table of the jobs that it needs to execute  

• The order that they should run in  

• The names of other jobs in the schedule that they are dependent on  

This scheduling and sequencing information is held in the BMON internal table, which introduces several new 
concepts: Job, Segment, Unit and Step.  

  

Jobs and Segments are used to define the batch flow sequence, dependency, and parallelism.   

Units and Steps are used to define a single application batch execution and all the information that it would 
need to execute, such as start-up parameters, defines, file assignments.  

The architecture behind the concept of Jobs and Segments, the original requirements of the first installation 
to implement the MultiBatch product need to be revisited.  
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The organization in question had developed an application to provide telephone-banking facilities for their 
customers. The organization had multiple regional offices, each with a local dedicated Tandem system 
that could be accessed by local clerks administering the accounts. To simplify things, let us call these 
regional Tandem systems, \NORTH, \SOUTH, \EAST and \WEST.  

The datacenter also hosted a central Tandem system linking the regional systems together via Expand 
and it also provided a connection to the mainframe from the Tandem network. Let us call this central 
Tandem system, \CORE.  

  

Operations staff managed all of the Tandem network from the \CORE system.  

The main ledgering system was sited centrally, on a non-Tandem mainframe.   

The banking application used distributed database techniques. A single file containing say “Customer Details”, 
would have four partitions, one resident on each of \NORTH, \SOUTH, \EAST and \WEST.   

In the evening, the changes made to the distributed Tandem database during the day would be collected 
from the four remote systems to the central \CORE system and then forwarded to the nonTandem 
mainframe as a single file; the changes would be applied to the database on that non-Tandem mainframe 
overnight.  

The datacentre requirement for the batch scheduler was that all this activity could be configured, activated 
and monitored from a single point. Operations staff should not need to connect to the four systems to run 
the individual batch jobs, nor should they need to monitor four sets of logs for success/failure before 
starting the next job.  

If we produce a simplified workflow for this proposed schedule it would look like this:  

1. Build today’s parameter database on \CORE. This database would contain say, today’s date, address, 
customer name amongst other values.  

2. Shutdown the on-line application on \NORTH, \SOUTH, \EAST and \WEST. As this was a PATHWAY 
system, freezing and stopping the PATHWAY servers was usually sufficient.  

3. Run an application program to collect today’s database changes (e.g. change of address) on 
\NORTH, \SOUTH, \EAST and \WEST and store the changes on \CORE.  
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4. Connect to the non-Tandem mainframe from \CORE and submit the file containing all of today’s 
changes. To implement this schedule, a BMON was built to execute on \CORE. This meant that operations 
staff only needed to access this system in order to run the batch for the whole of the regional network.  

A MultiBatch JOB was created to map to each of the discrete functions described earlier. (A job name within 
MultiBatch is 4 characters long).  

  

The SEGMENT level of the hierarchy was used to signify which regional system that the program was 
executing on. (A segment name within MultiBatch is 2 characters long).  

  
Once this structure is in place, then the flow can be built by choosing the right type of dependency.  
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The first job PARA will have no previous dependencies so this needs to be started manually, or through the 
automated scheduling techniques in the MultiBatch DS-EventTimer module.  

Once the PARA job is complete, then the objective is to close down the PATHWAY systems on the four 
Tandem nodes, \NORTH, \SOUTH, \EAST and \WEST. This activity can be done safely in parallel and it 
is achieved by starting the SHUT job rather than the individual segments within the job. All four segments 
then run simultaneously - one per Tandem system.  

To allow this to occur, make job SHUT dependent on job PARA.  

  

It would be possible to link the SHUT and COLL jobs together, but this makes an activity on \NORTH 
dependent on \SOUTH and vice-versa. The only requirement for the COLL collection program on \NORTH 
is that the local PATHWAY system has closed.  

  

  

  
In this instance, it is advisable to make the dependency connection at segment level.  

  

The last job, XMIT, can only be executed once all the collections have been completed. The best way to 
achieve this is to make the XMIT and COLL jobs dependent on each other.  
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So, looking back to the original operations requirements:  

The operations staff have been able to configure this flow from just one Tandem system - \CORE.  

They have been able to monitor this batch flow by looking in one place for log messages created by the 
BMON process on \CORE. The messages could be routed from the remote nodes to \CORE.$0 as EMS 
events.  

Alternatively, the operator could connect to the BMON process on \CORE and issue STATUS JOB 
commands to discover the current status of batch jobs on systems other than \CORE. A “STATUS JOB 
COLL” command would give the status of all segments for the four programs on the four different systems.  

In addition, the online configuration of all batch jobs could be altered from the one system. An “ALTER 
STEP COLL.EA.01 CPU 1,2” command from \CORE would alter the CPU specification for the \EAST 
collection mechanism. The job could then be restarted from \CORE.  
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The structure also provides operational control of the flow. If it is not possible to process batch on \WEST 
because of pre-arranged late working for example, then an operator would simply issue a “HOLD 
SEGMENT SHUT.WE” command. The remainder of the schedule for other regions would progress as 
normal.  

In this example, segments have been mapped on to the same type of task running concurrently on four 
separate nodes. In another example, it could just as easily have been used to provide parallelism on the 
same node for different types of task, e.g. a FUP and a SORT. The MultiBatch product allows that flexibility.  

Before starting to build a MultiBatch schedule it is advisable to draw out a schematic of the proposed 
batch flow. This diagram should identify all the proposed executables, their sequence and their 
dependency on other executables, the days, dates and/or times of execution, and most significantly the 
potential for parallel processing. The diagram can then be transferred easily into the MultiBatch 
configuration database.  

Units and Steps  
Now that we have addressed the sequencing, dependency and parallelism issues with Jobs and 
Segments, we can start to look at Units and Steps.  

Units and Steps are concepts that deal with what the batch program is actually doing, rather than the 
order in which it runs.   

Units and Steps include configuring the name of the object code, standard run options such as CPU, 
NAME, IN, OUT, PRI, TERM, HIGHPIN and file assignments, parameters and defines.  

Users sometimes get confused when trying to understand the difference between a Step and a Unit, but 
in essence it is quite straightforward. In virtually all cases, the unit to step relationship is one to one. But 
there is a special case called the 2-step unit that we will discuss here.  

Referring back to our example in the “Jobs and Segments” section, part of the requirement of that 
particular installation was to transfer information from the Tandem \CORE system to a non-Tandem 
mainframe. Initially this information exchange took place on tape and to achieve this the following batch 
sequence was required:  

TAPEWRIT / NAME $TW, OUT $TAPE, CPU 0, NOWAIT /  

FUP / CPU 1 / COPY $SYSTEM.APPLDAT.CHANGES, $TW  

Although these are two programs, it is really one MultiBatch Job, as the two elements do not make any 
sense on their own. In addition, the FUP process needs to be started second as its output is $TW, which 
is the first program.  
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This set up is known as a 2-step Unit.   

By configuring TAPEWRIT as Step XMIT.CO.01.1 and the FUP process as Step XMIT.CO.01.2, then the 
MultiBatch scheduler will start the processes in the correct sequence.  

The MultiBatch product is also equipped with a command utility – BCOM - which operators can use to 
communicate with any active MultiBatch BMON scheduler process.  

The BCOM commands that need to be applied to both programs at the same time, are Unit commands.  

• START UNIT TAPW.AA.01  

• RESTART UNIT TAPW.AA.01  

• ABORT UNIT TAPW.AA.01  

• HOLD UNIT TAPW.AA.01  

• RELEASE UNIT TAPW.AA.01  

• DELETE UNIT TAPW.AA.01  

The BCOM commands that need to be applied to only one program at a time, are Step commands.  

• ADD STEP TAPW.AA.01.1  

• ADD STEP TAPW.AA.01.2  

• ALTER STEP TAPW.AA.01.1  

• ALTER STEP TAPW.AA.01.2  

The majority of cases, users configure 1-step Units. In these instances, the above commands are still 
valid and although the user does not have to supply a step NAME (e.g. ALTER STEP TAPW.AA.01  
CPU 1,2 ), implicitly it is “.1”.  

So, from this we can see that Units are another grouping mechanism and Steps are the configuration 
layer for the executing program.   

To complete our case study, we can configure the following options.  
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By including the Tandem system name in the object code specification, the BMON process will know that 
a remote process needs to be created.   
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MultiBatch Features  
Now that we have described the concepts behind how a MultiBatch schedule is structured, we can take a 
step back and investigate the other components that allow us to create a fully primed BMON schedule 
process.  

Configuration  

A PATHWAY environment is provided with the product and this allows a user to build the MultiBatch 
configuration database. The database management system is entirely ENSCRIBE.  

  

Access to the PATHWAY system is only permissible if a valid Safeguard Tandem User id/Alias and 
appropriate password are provided. In addition, this user needs to have been registered within the 
MultiBatch security database by an administrator. Access to individual functions such as configuration, 
scheduling, and monitoring can be allocated at the user level. Security is discussed in more detail in a 
later section.  

The configuration screens allow a user to build:  

• The batch jobs that will execute.  

• The sequence that they will execute in, together with dependencies.  

• The attributes of the executing program, e.g. node, object code, CPU number, process name, file 
assignments, parameters and defines.  

• The User Id that the batch job will runs as.  

• The days of the week that the job, segment, or unit should be Included or Excluded from the 
schedule, e.g. include DAILY but exclude on THURSDAY.  

• The calendar dates that a step should be included or excluded from the schedule, e.g. Include 
FIRST-DAY, where this is 02/01/2017 & 01/02/2017 & 01/03/2017.  

• The maximum length of time that a step should execute and whether it should be aborted or 
reported when this time period is exceeded.  

• The time that the step should have started. A log message will be generated if the start time 
passes before the job is invoked. This facility can be used to report schedules that are falling 
behind planned cut-off times or because of forgetfulness on behalf of an operator.  

To ease the amount of configuration maintenance, there are a number of facilities available:  

• Classes  

• Conditional Parameters  
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• Migration  

Classes  

Common parameters, file assignments and defines can be placed within a class and the class can then 
be attached to more than one batch step. If a change is required then just a single update to the Class 
value can be made which will apply to multiple batch steps.  

Conditional Parameters  

For configuration attributes that might alter between environments then the use of conditional parameters 
can also guard against the requirement for multiple and manual updates.  

For example, if the application disc on Tandem node \TEST is $TESTAP and on \LIVE it is called $LIVEAP, 
you could create the following file assignment in the MultiBatch configuration database.  

ASSIGN REPORT-FILE <APPL-DISC>.APPLDATA.REPORT  

Where <APPL-DISC> contains the requisite value.  

Conditional parameters are held between “<” and “>” characters by default, although this can be changed.  

The conditional parameter database on \TEST should contain an APPL-DISC=”$TESTAP” entry and on  
\LIVE it should contain an entry for an APPL-DISC=”$LIVEAP”. The appropriate substitution will take place 
when the schedule is loaded.  

Conditional parameters can be used for almost all configuration attributes.  

More than one conditional parameter can be used in a configuration attribute, e.g. object code = 
<NODE>.<APPL-DISC>.<APPL-SVOL>.REPTOBJ.  

Conditional parameters can also be used in assign, parameter and define classes, reducing the 
maintenance still further.  
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Migrator  

  

After you have built and tested a batch schedule and you need to transfer it to another system, then you 
do not want to have to manually recreate either the entire schedule or the last set of updates.   

The Migrator allows a single schedule, or part of a single schedule, to be “extracted” from a MultiBatch 
configuration database and written to a “transit” file. This solitary file can be released to a target 
environment where the “insert” functionality of the Migrator product can be used to update a target 
MultiBatch configuration database on the same or remote node.  

If the transit file contains references to the original node, volume or subvolume, then the “insert” 
processing on a remote node will alter these values based on a simple translation table.  

A combination of classes, conditional parameters and the Migrator greatly reduces the amount of 
configuration required.  

  

  

  
Prepare Processing  

In putting together a MultiBatch configuration, we have described the sequence of a batch flow and how 
it would execute if every step executed every day.  

An additional part of the configuration involves nominating the days and dates that steps will run. In this 
way, elements of the configured schedule are dropped on a given day and the remainder of the schedule 
is then linked together to execute in the correct sequence.  

  



MultiBatch White Paper  
  

  
    
  

www.etinet.com  15 of 26  

This processing is performed by the PREPARE program.   

In this section, we will look at the PREPARE process in more detail but first we will examine the scheduling 
options.  

By default, steps will run daily but this state can be overridden by using one or all of three types of 
parameter.  

• Absolute - This hard coded parameter includes DAILY, WEEKDAY, WEEKEND, MONDAY, 
TUESDAY, WEDNESDAY, THURSDAY, FRIDAY, SATURDAY and SUNDAY.  

• Calendar – Associate one or more dates with a given name. An example could be BANKHOL = 
01/01/2017, 25/12/2017, 26/12/2017.  

• Frequency – This is not date driven. It is a Yes/No switch that can be used to force an  ad-hoc 
job to execute.  

Absolute and Calendar parameters support the use of “include” and “exclude”. For example, “Include 
DAILY” together with “Exclude THURSDAY” is a valid combination; likewise, “Include MONDAY” with 
“Exclude BANKHOL” is also valid.  

Some other features to note:  

If no values are set, then the nominated Job, Segment and Step will execute every day, as the DAILY 
parameter is assumed as true.  

If a step has no schedule values, then it inherits its segment value.  

The same can be said of a segments relationship with its job. Conversely if a step has a schedule value 
it overrides the segment value and likewise with the segment and job relationship.  

See example schedules on next page.  
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_________________________________________________________________________________  

  

  
The concept behind the MultiBatch scheduling facilities is that a new job list for the day needs to be 
submitted every 24 hours.  

The creation of that job list is the responsibility of the PREPARE process. PREPARE processing can be 
done in advance of the existing schedule completing and can be requested for days other than the current 
or next processing day and without affecting the existing schedule. This provides a very powerful 
scheduling tool, whereby operations staff can create a report showing the run order and perhaps more 
importantly, list the non-running jobs for an advance date such as a public holiday.  

  

The PREPARE needs several parameters to function:  

• The processing date.  

• The name of the batch schedule to be “Prepared”.  

• For this date, shall we calculate the Absolute parameters?  

• For this date, shall we interrogate the Calendar files?  



MultiBatch White Paper  
  

  
    
  

www.etinet.com  17 of 26  

• The name of any Frequency parameters that are to be set to “true”.  

For example, if we supplied a processing date of 02/01/2017 for the $BMON batch environment and 
selected Absolute=Y, Calendar=Y and Frequency=OLDQUART and NEWQUART, the following criteria 
will be set for batch job selection.  

• DAILY – 02/01/2017  

• WEEKDAY – 02/01/2017  

• MONDAY – 02/01/2017  

• FIRSTMON – Calendar  

• OLDQUART - Frequency / ad hoc  

• NEWQUART – Frequency / ad hoc  

All the Jobs, Segments and Steps in the $BMON schedule will be examined and their scheduling criteria 
will be matched against this list. The include/exclude criteria are also taken into account  

A report is generated that includes the following information.  

• The parameters used.  

• Batch elements that are to run and the reason why.  

• Batch elements that will not run and the reason why.  

• The sequence of the running jobs.  

• Any re-linking that has taken place. JOBA ---> JOBC, because JOBB is not scheduled to run 
on that Prepare date.  

• Jobs that have no previous dependencies and so will need either a manual start or an automatic 
start using the MultiBatch scheduling facility, DS-EventTimer.  

The PREPARE process can create the Loadlist and Build files  

The “Loadlist” file is a work file that contains the names of all the MultiBatch elements and their run status, 
together with any new links that have been created. The file can be viewed through the PATHWAY 
environment and it is used as part of the report and build processes.  

The Build file contains the names of all the MultiBatch elements together with all the run time configuration 
information such as a steps object code, run-time information, file assignments, parameters and defines. 
This information will still have the conditional parameters embedded and the BUILD process will replace 
these values when the BMON is created.  



MultiBatch White Paper  
  

  
    
  

www.etinet.com  18 of 26  

  

  
Batch Execution  

Once the batch schedule has been provided with that processing day’s list and order of processing, then 
the jobs can be loaded and then executed.  

Jobs and Segments with previous dependencies configured will be started automatically once all the 
previous dependencies have successfully completed. There is one addition to this functionality. It is 
possible to start jobs through a combination of time and dependency. For example, start B once A 
completes or at 18:00 whichever is the later.  

Where dependencies exist, they can be overridden by use of the HOLD and RELEASE commands within 
the command utility, BCOM  

  

Jobs without previous dependencies can be started manually with BCOM.  

BCOM $<name-of-the-scheduler>  

» START JOB PARA  

» EXIT  

As we discussed in our earlier case study, if this job is structured with multiple segments and units then 
this single command could start many parallel batch processes distributed around your network.  

If there is an issue with a network connection, the jobs could be started manually at segment level.  

BCOM $<name-of-the-scheduler>  

»START SEGMENT SHUT.NO  

»START SEGMENT SHUT.SO  

»START SEGMENT SHUT.WE  
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»EXIT  

There are two methods are automating the execution of jobs: DS-EventTimer and LIBUTIL.  

  

  

  

  
DS-EventTimer  

  

Within DS-EventTimer, there are three types of scheduling available: AT, EVERY, CRONTAB  

AT scheduling is used to start a job once per day, for example AT 21:00. You can select days and dates 
when the AT processing is performed.  

EVERY scheduling is used to start a job at regular intervals, for example EVERY 15 MINUTES. You can 
select BETWEEN times such as BETWEEN 09:00 and 17:00. This type of schedule is normally used to 
execute homegrown system management macros such as a “file percentage full” check routine.  

CRONTAB is a powerful, multi date/time based scheduling component of the MultiBatch   
DS-EventTimer. A user can configure a job, segment, or unit to run at any time of the day, several times a 
day, for 24 x 7 days of the year / years, e.g. start job at 08:45, 09:30, 11:12, only on a Wednesday, Friday, 
if date is 30th. Any combination is possible. CRONTAB is equivalent to the Unix Cron scheduler.  

The DS-EventTimer facility comes with a reporting mechanism that can be viewed through the User 
interface or in print. For example, you can retrieve jobs in “next run” order or a list of jobs that failed to 
start.  

If you are planning a system outage for major maintenance or an upgrade, all of the next run times can 
be recalculated as a single exercise by using the RESCHED utility.  

A library routine is provided with the product that allows an application process to alter the schedule 
database. If the logic or an event within the application suggests, for example, that an associated batch 
job can start at 14:00 rather than 15:00, then this time can be altered using this library utility.  

LIBUTIL  

In those instances where the application needs to control the start of the batch jobs, the LIBUTIL library 
can be bound into your code to provide START, ABORT, RESTART, HOLD and RELEASE capability.  
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One existing installation uses this facility to allow an Operator to start a batch job from a PATHWAY 
function key, once the Operator has verified some application details on the same PATHWAY screen.  

  
MultiBatch Batch Monitoring  

There are a number of monitoring facilities within the MultiBatch product.  

Abend: Batch steps that abend or finish with a completion code other than 0, 1, or 8 are considered as 
incomplete. This fact is reported to the NonStop Event Management Service (EMS) and subsequent 
dependencies are not executed.  

Check Start: When jobs do fail, then rather than wait for that issue to be fixed, a local Operational decision 
is often made to start the next job so that the schedule is not held up. In a complex schedule without up 
to date schemas available, errors can be made. The MultiBatch schedule will check, based on the 
configured dependencies, that jobs are not being run out of sequence or started for a second time and 
report this fact. An Operator can then choose to override this state.  

Max Run Time: Each step can be allocated a “maximum” run time. If this run time is exceeded then that 
particular step can be aborted or a warning message written to the EMS log.  

Monitored Start Time: The start time of a batch step can be monitored. If the nominated time passes 
without the step starting, then a warning message is written to EMS. This facility can be used to check 
that manual jobs have been started on time or that important cut-off times will be met. For example, to 
meet our 04:00 deadline we are normally at point X by 02:00 and this has not been reached yet.   

  

The MultiBatch scheduler is equipped with the ability to write to two nominated log files. For the MultiBatch 
modules DS-EventTimer and the Watcher process to function correctly, one of these log files should be 
an MBSTREAM process, a part of the MultiBatch product.  

Real-Time Status Monitoring Facilities  

The Watcher process is listening to EMS for MultiBatch events and subsequently updating the Status 
database, the results of which are reflected in Pathway Status Overview and Current Status screens..   

The number of MultiBatch Steps within each discrete batch environment are organised into Configured, 
Completed, Running, Waiting, Failed and Held columns and these statistics are updated in real-time within 
the MultiBatch Status screens as the events arrive.  
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The Watcher process also updates an error log which can be viewed by an Operator. This provides a list 
of failed jobs and the reasons why. This database is linked to an Operators diary that can be used as part 
of the hand over process between different support personnel. These files can be viewed through a set of 
status screens.  
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Batch Schedule Prediction  

When MultiBatch jobs run and complete, records are stored in the status database. A component of this 
status database provides a mechanism where a user can view the average, maximum and minimum 
elapsed run times of selected jobs.   

Utilising these metrics, MultiBatch can predict to the user how long a schedule will take. For example, 
JOBA has been running for 30 minutes longer than normal and based on this, later dependencies in the 
schedule may not complete on time, e.g. account records may not get updated before end of day 
processing starts.   

Security  

In this section, we will look more closely at the security and audit functionality that is available within 
MultiBatch. There are security systems for both the configuration database and the executing batch 
schedule. Both are based on the NonStop Safeguard security model.  

To access the configuration database through the user interface, a Guardian User name must be 
registered within the MultiBatch database in the SECPROFL file. The system is flexible enough to allow 
or deny access to each individual screen at the individual User level. In some instances, even the functions 
on a screen can be divided, an example being amend and delete keys on the Operators diary screen.   

Access to screens can be grouped together, for example:  

CONFIG = maintain BMON + maintain job + maintain segment + maintain step.  

CONFIG is known as a Security Class and the contents of a class are held in the SECCLASS Enscribe 
file. Users, or the corresponding Safeguard alias, are attached to Classes and this is known as the Users 
profile. This information is held in the SECPROFL Enscribe file.  

The last layer of database security is known as the “Owner”. Users can be made co-owners of a particular 
MultiBatch schedule. This allows the permissions defined in the CONFIG class, for example, to be applied 
to one batch schedule but not to another.  

Once the MultiBatch BMON process is running, another security layer is in place to restrict alteration of 
the execution or configuration of the production batch environment. The BMON process has a nominated 
owner, which is not necessarily the User that the process is executing as. In this example, we will say that 
it is SUPER.OPERATE, or 255,200. The commands that can be executed through the command line 
utility, BCOM, are split into 4 sections:  

• Information commands such as INFO and STATUS. There is no restriction on the access to these 
commands.  

• Configuration commands such as ADD, DELETE and ALTER.  

• Scheduling commands such as START, RESTART, ABORT, HOLD and RELEASE.  

• Privileged commands such as changing a steps state from failed to complete or shutting the 
schedule down while jobs are still executing.  

Both the configuration and scheduling groups of commands are allied to a file system type of setting. So 
if the specified owner = SUPER.OPERATE and security = G,O we are saying anybody in the SUPER 
group (G) can configure and only SUPER.OPERATE (O) can issue schedule commands.  

The privileged category belongs to SUPER.SUPER and optionally another User nominated by the 
installation.  
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Both the database and BMON updates have an audit capability. For any database changes, a summary 
of the update is captured and can be viewed through the User interface. For example:  

Time = HH:MM:SS,DD/MMM/YYYY, User=SUPER.OPERATE, Terminal=$T100, Screen= Maintain Step, 
Action=Amend. Optionally the changed record can also be captured and a print facility, AUDREPT, can 
be used to print out the alterations.  

When any changes are made to a 'live' BMON configuration using the ALTER STEP command, an EMS 
event is generated with the salient details. An example of a log message is shown below:  

PCH2.AA.01.1, this step’s CPU altered from 01:00 to 00:01, \INSIDER.$HDBAT 
DD/MM/YY, HH:MM; Requesting CAID = 255,255  

Recovering a BMON  

In addition to fully tokenised MultiBatch EMS events and subsequent updates to the status tables by 
Watcher, the status of a batch schedule including waiting, running, failed jobs is dynamically recorded in 
a TMF audited BMON Recovery file.   

If a BMON process is shutdown whilst the schedule is still running, or perhaps due to a system crash, 
then recovery techniques are available to recover the BMON back to the point of failure.   

Once recovered, this enables a user to determine the state of the batch schedule, e.g. jobs JOBA to JOBG 
are complete but JOBH is marked as incomplete as it was still running when the BMON process failed. A 
user can then determine the affect this has on their application.  

Additionally, as the BMON Recovery file is TMF audited, data replication products can be used to maintain 
a copy of this file on a standby system. As the BMON Recovery file is regularly updated during the running 
of the batch schedule, the copy will be simultaneously updated on the standby system.   

Therefore, if a system crash occurs, then following a site-swap, the BMON on the new live system can be 
rebuilt and users can check the status of the batch schedule up to the point of system failure.  

All it takes is two simple commands to recover the BMON to point of failure, in the process amending node 
names, disks and subvolumes if necessary. No database or configuration manipulations required.  

  
MultiBatch Benefits  
System Coldload  

Traditionally, the coldload of a NonStop system invokes TACL based ‘coldload’ files. Contents of these 
files include commands to start TMF, DISKS, TCP/IP, LAN, EXPAND, RDF, Spoolers, etc. with each 
command line being invoked sequentially.  

Although each command line in the startup files can be invoked sequentially and in turn load up the 
NonStop system, the parallelism of MultiBatch can speed up the coldload operation. This is especially 
beneficial when, following a site-swap, the ‘new’ Production node needs to be started up as soon as 
possible.  

The MultiBatch units can execute the required site-swap commands using different user ids, e.g. a unit 
for STMF.AA (Start TMF) is run as 255,255, whereas the units for starting the various Pathways may be 
run under different ‘Manager’ ids.  

As can be seen, the parallel approach of MultiBatch will facilitate the rapid coldload of a NonStop system, 
thereby reducing downtime and improving SLAs for customers.  
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Disaster Recovery  

A Disaster Recovery BMON can be created on a standby system in the event a site-swap scenario needs 
to be actioned. This site-swap BMON is pre-configured to reload the system, applications, networks, 
processes, Pathways, TMF and all essential subsystems in readiness for any site-swap.   

MultiBatch allows jobs to be placed on hold, or in a ‘runoff’ situation, whereby any units that are configured 
with a ‘runoff’ value will be skipped. So, if a site-swap is required, operations can amend the units on the 
standby system from ‘runoff’ to ‘runon’ and the schedule can be started.  

A flowchart example of how MultiBatch can be used in a site-swap situation is provided below, where the 
batch schedule executes on the new Production node. As with a Coldload MultiBatch schedule, the units 
can run under different user ids.  



MultiBatch White Paper  
  

  
    
  

www.etinet.com  25 of 26  

  
Conclusions  
MultiBatch provides mainframe batch scheduling capability for the NonStop platform. This functionality 
can be applied to both GUARDIAN and OSS executables.  

Users can exploit the parallel nature of this architecture by building a parallel batch schedule that can 
execute concurrently across one or more networked nodes.  

Configuration, execution and monitoring can be performed from a single point in a secure audited 
environment.  

All the existing program execution options, such as CPU selection, high pin nomination and defines are 
supported.  

Sophisticated scheduling and calendaring facilities can be used to provide a flexible selection of jobs for 
any given day.  
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Job execution can be performed through TACL processes, but the product also utilizes a low-level 
procedure call interface to invoke new processes. This approach provides a more efficient solution and 
negates the need to build and maintain TACL macros.  

The system will monitor itself by scanning for “not executed” or “over executed” steps. Alternatively, 
failures can be escalated to EMS so that they can be displayed on management consoles.   

Insider Technologies provides sister products, Reflex and Sentra, that can be used as MultiBatch 
management consoles. Further details are available on request.  

  

  

  

  

  
System Limits  
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